Political Science 30, Political Inquiry, Homework Project #4
Due: Wednesday, June 1st, at the beginning of class.  
Unlike your previous homework assignments, this one should be written as a 2-page essay that reports and interprets the results of two regressions that test the hypothesis that you set forth in Homework Project #1.  It does not matter whether that hypothesis turns out to be correct or not; what matters is whether you test it correctly and how clearly you can explain your findings.  Your report should include the actual SPSS output from your regressions, and touch on all of the following points:

• Explain to the reader what your hypothesis is and what the reasoning behind it is.  Tell us what your independent variables are and what your dependent variable is.  Using the graph that you used in Homework #3, discus whether or not your key independent variable seems to be correlated with your dependent variable, and whether this correlation appears to be negative or positive. 


• If you have a nominal variable that takes on more than two values (for instance, it asks a question and the responses are “better,” “worse,” or “same”), read this. If not, please ignore this bullet point.  With your nominal variable, a regression is only going to be able to estimate the impact of moving from one value of your nominal variable to one other value, so we are going to take that third (and fourth, if applicable) value and turn it into missing data that SPSS will ignore.  For instance, to take a variable named V2 and recode all cases that take on a value of 3 as missing, open up a new syntax window, type “RECODE V2 (3=SYSMIS).” and run the syntax by clicking on the green arrow.  You need to do this for all but two of the categories of your nominal independent variable before you run your regressions.   

• Using SPSS, run a bivariate regression that uses your key independent variable to predict your dependent variable.  [To do this, go to the “Analyze” menu, select “regression,” then select “linear.”  Put your dependent variable into the “dependent variable” slot and your key independent variable into the “independent variable” slot.] 

a. Report the unstandardized regression coefficient for IV #1, its standard error, and the R-Square of the regression.  What does the coefficient of the constant (the y-intercept) tell us, substantively?  Interpret the regression coefficient, explaining what it tells you about the impact of your key independent variable on the dependent variable.  Give us a feel for the scale of the effects by showing how a large [i.e., more than one unit] change in your key variable should affect the dependent variable.  Be specific in terms of numbers; for example, say that a $1000 increase in campaign spending is associated with a 2 percent increase in challenger vote.  


b. Tell us what the null hypothesis is, whether or not the coefficient of your key variable is statistically significant at the 95% confidence level, and what this means for the null hypothesis.


c. Use the R-Square to tell us what percentage of variation in the dependent variable is explained by the independent variable.  

• Run a multivariate linear regression that uses your key independent variable along with another variable to predict your dependent variable.  This other variable can be another independent variable from your hypothesis, or it can be the potential confound or intervening variable that you suggested in Homework #3.  [To do this in SPSS, simply repeat the steps above, but move two variables into the independent variable slot.]  Tell us about this variable and what effect you expect it to have before you run your regression.


a. Report the unstandardized regression coefficients for the two variables, their standard errors, and the R-Square of the regression.  Substantively interpret each coefficient and the constant just like you did for the first regression.  Is each coefficient significant at the 95% confidence level?  


b. Comparing the R-Square of this regression to the R-Square of the previous regression, how much has adding the second variable increased explanatory power?


c. Comparing the coefficient of your key independent variable in this regression its coefficient in the first regression, what did holding another variable constant teach you about the true effect of your key independent variable on your dependent variable?
